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Outline of the Course 

1. Course description, goals, objectives, and learning outcomes 

The purpose of studying the discipline "Software Engineering Methodology" is the formation of 
students' abilities to: 

• analyze requirements for software systems and their design conditions;  
• choose software systems development methodology in accordance with defined requirements and 

software design and construction environment; 
• determine and analyze software quality metrics; 
• ensure quality inspection of software development artifacts; 
• provide unit and integration software testing; 
• determine and analyze software quality metrics; 
• ensure high-quality refactoring of the existing software code. 

The subject of the discipline "Software Engineering Methodology" is the mathematical and 
algorithmic support of the processes of analysis, design, source code construction and refactoring. 

The study of the discipline "Software Engineering Methodology" contributes to the formation of 
students of general (SK) and professional (FC) competencies necessary for solving practical tasks of 
professional activity related to the development, improvement and operation of software systems of 
various purposes: 
GC01 - ability to abstract thinking, analysis and synthesis; 
PC01 - ability to analyze subject areas, form, classify software requirements; 
PC03 - ability to design software architecture, model the operation of individual subsystems and modules; 



PC05 - ability to develop, analyze and apply specifications, standards, rules and guidelines in the field of 
software engineering; 
PC06 - ability to effectively manage financial, human, technical and other project resources in the field of 
software engineering; 
PC07 - ability to critically comprehend problems in the field of information technology and at the frontiers 
of knowledge, to integrate relevant knowledge and solve complex problems in broad or multidisciplinary 
contexts; 
PC08 - ability to develop and coordinate processes, stages and iterations of the software life cycle based 
on the application of modern models, methods and technologies of software development; 
PC09 - ability to ensure software quality; 
PC17 - ability to apply software engineering methodologies in practice. 

Studying the discipline "Software Engineering Methodology" contributes to students' formation of 
the following program learning outcomes (PLO) according to the educational program: 
PLO01 - know and apply modern professional standards and regulations on software engineering; 
PLO02 - evaluate and choose effective methods and models of software development, implementation, 
support and relevant processes management at all stages of the life cycle; 
PLO03 - build and research models of information processes in the application field; 
PLO04 - identify information needs and classify data for software design; 
PLO05 - develop, analyze, justify and systematize software requirements; 
PLO06 - develop and evaluate software design strategies; substantiate, analyze and evaluate options for 
design solutions in terms of the final software product quality, resource constraints and other factors; 
PLO07 - analyze, evaluate and apply at the system level modern software and hardware platforms to solve 
complex problems of software engineering; 
PLO08 - develop and modify software architecture to meet customer requirements; 
PLO09 - choose reasonable paradigms and programming languages for software development; apply 
modern software development tools in practice; 
PLO10 - modify existing and develop new algorithmic solutions for detailed software design; 
PLO11 - ensure quality at all stages of the software life cycle, including the use of relevant models and 
assessment methods, as well as automated software testing and verification tools; 
PLO13 - configure software, manage its changes and develop software documentation at all stages of the 
life cycle; 
PLO14 - predict the development of software systems and information technology; 
PLO15 - carry out software reengineering in accordance with customer requirements;  
PLO16 - plan, organize and perform software testing, verification and validation; 
PLO17 - collect, analyze, evaluate the information needed to solve scientific and applied problems, using 
scientific and technical literature, databases and other sources; 
PLO21 - know the theoretical foundations underlying research methods of information systems and 
software, research methodologies and computational experiments. 
 

2. Discipline prerequisites and postrequisites (place in the structural and logical education 
scheme according to the relevant educational program) 

The successful study of the discipline "Software Engineering Methodology" is preceded by the study of the 
disciplines "Programming", "Object-Oriented Programming", "Software Quality", "Software 
Requirements" of the curriculum for bachelor's training in the specialty 121 Software Engineering. 

The theoretical knowledge and practical skills obtained during the mastering of the discipline "Software 
Engineering Methodology" ensure the successful completion of course projects and master's theses in the 
specialty 121 Software Engineering.  

3. Content of the course  

The discipline «"Software Engineering Methodology» involves the study of such topics: 



Topic 1. Software engineering methodologies 

Topic 2. Software metrics 

Modular testw 1 

Topic 3. Software verification 

Topic 4. Refactoring 

Modular test 2 

Test 
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Educational content 

5. Methods of mastering the discipline (educational component) 

№ Training session type Lesson description 

Topic 1. Software development life cycle 
 

1 Lecture 1. Software 
development life cycle 
 

Phases of the project according to the PMI methodology and 
software development process. Life cycle models. Waterfall 
model. Prototyping model. The big bang model. V-shaped. 
Iteration. Incremental and iterative models. Spiral model. 

2 Lecture 2. Software 
development methodologies  

Basic software development methodologies. RAD. Basic 
principles of Agile. 
Basic concepts and practices of XP. XP development cycle. 

3 Lecture 3. Scrum Scrum: basic concepts and development cycle. Project 
backlog, user stories and meetings in Scrum. 

4 Computer Workshop 1. SCRUM Objective: plan a project and develop three iterations using 
the SCRUM process. 

5 Lecture 4. Methodologies 
DSDM, FDD and Crystal, 
KANBAN 

Basic concepts and practices of DSDM, FDD, KANBAN and 
Crystal methodologies. 
 

6 Lecture 5. Agile practices Iterative and incremental development. Sprint and project 
backlog. User stories and their estimation methods. 
Planning pocker and velocity in Agile. 

7 Lecture 6. RUP 
 

Rational Unified Process: dynamic and static aspects, 
disciplines, phases, iterations and artifacts.  
 

8 Lecture 7. Software 
configuration processes 

Configuration Management Process. Release management 
process. 

Topic 2. Software metrics  



 

9 Lecture 8. Software metrics.  
Quantitative metrics 

Software metrics. Types of metrics. Application size metrics. 
LOC assessments. Metrics of the level of commenting of the 
software code. Halstead metrics. 
Functionally oriented metrics. Number of functional points. 

10 Lecture 9. Complexity metrics 
 

Program control flow complexity metrics. McCabe 
Cyclomatic Complexity Metrics. Program control flow 
complexity metrics. Data flow complexity metrics. The 
'module - global variable' metric. Chepino metric. Metrics of 
style and comprehensibility of programs. Metrics of the 
level of commenting of the software code. 

11 Computer workshop 2. 
Quantitative software metrics 

Objective: to develop a program that calculates 
quantitative metrics of arbitrarily chosen program code in 
any programming language 

12 Lecture 10. Features of 
software structuring 
 

Peculiarities of system structuring. Module cohesion. Types 
of cohesion. Module coupling. 

13 Lecture 11. Object-oriented 
metrics 

Object-oriented metrics. Objects coupling. Coupling metrics 
by methods. Dependence of changes between classes - class 
level coupling. 

14 Lecture 12. Object-oriented 
metrics 

Chidamber and Kemerer metrics - WMC, DIT, NOC, CBO, 
RFC-LCOM. Lorentz and Kidd metrics. Code support metrics. 

15 Computer workshop 3. Object-
oriented hmetrics 

Objective: develop a program that calculates object-
oriented metrics of any program code in any programming 
language 

Modular test 1 

Topic 3. Software verification 
 

16 Lecture 13. Software 
verification and validation 
 

Differences between software verification and validation. 
Artifacts of a software development project. Verification of 
the design solution, plan, requirements, test plans. Software 
audit. Expertise. Methods of static analysis. Dynamic 
methods 

17 Lecture 14. Code reviews and 
code inspections 

Basic concepts of software technical review. Basic aspects 
of technical review metrics analysis. Formal code inspection 
- process, process artifacts, and its participants. Continuous 
review, purpose and roles. Congitive continuous check 

18 Computer workshop 4. Code 
inspections 

Objective: develop a software utility, make its code freely 
available to enable code inspection and further 
improvement. 

Topic 4. Refactoring 
19 Lecture 15. Introduction to 

refactoring. Code smells. 
What is refactoring and when to do it. What are code smells. 
Classification of source code problems. Violation of object-
oriented design. Violation of norms of volumes of source 



code. Complicators of code changes. Source code 
contaminants, confusing object relationships, library 
incompleteness. 

20 Lecture 16. Refactoring at the 
level of data and operators. 
Compilation of methods. 

Refactoring methods at the level of data organization and 
conditional operators, method compilation. 

21 Lecture 17. Simplifying method 
calls. Moving functions 
between objects. 

Refactoring methods: simplifying method calls and moving 
functions between objects. 
 

22 Lecture 18. Solving 
generalization problems. 
Refactoring at the system 
level. 

Refactoring methods: solving generalization problems. 
Separation of imitation. Converting procedural code into 
objects. Separation of the subject area from the 
presentation. Highlighting the hierarchy. 

Modular test 2 

 

6. Self-study 

The discipline "Software Engineering Methodology" is based on independent preparations for classroom 
classes on theoretical and practical topics. 

№  The name of the topic that is submitted for independent study Hours of 
study 

References 

1 Preparing for lecture 1 1 1, pp. 9-28; 3, pp. 8-
10; 4, pp. 8-18 

2 Preparing for lecture 2 1 3, pp. 54-63; 4, pp. 
42-43, 47-49; 
5, pp. 32-41;  

3 Preparing for lecture 3 1 5, 7 

4 Preparing for computer workshop 1 2 8 

5 Preparing for lecture 4 1 11, pp. 44-47; 12-13 

6 Preparing for lecture 5 1 5-6, 14-16 

7 Preparing for lecture 6 1 17, pp. 15-30 

8 Preparing for lecture 7 1 18 

9 Preparing for lecture 8 1 19 

10 Preparing for lecture 9 1 18-19 

11 Preparing for computer workshop 2 2 18-19 

12 Preparing for lecture 10 1 20, pp. 20-24; 21, pp. 
41-48 

13 Preparing for lecture 11 1 20, pp. 20-24; 21, pp. 
41-48 

14 Preparing for lecture 12 1 22, pp. 11-18 

15 Preparing for computer workshop 3 2 20, pp. 20-24; 21, pp. 
41-48; 22, pp. 11-18 

16 Preparing for modular test 1 6 5-8; 11, pp. 44-47; 
12-13; 17, pp. 15-30; 



18-19; 20, pp. 20-24; 
21, pp. 41-48; 22, pp. 
11-18 

17 Preparing for lecture 13 1 23, pp. 226-234 

18 Preparing for lecture 14 1 23, pp. 226-234 

19 Preparing for computer workshop 4 2 23, pp. 226-234 

20 Preparing for lecture 15 1 24, pp. 15-34 

21 Preparing for lecture 16 1 24, pp. 35-48 

22 Preparing for lecture 17 1 24, pp. 50-64 

23 Preparing for lecture 18 1 24, pp. 72-86 

24 Preparing for modular test 2 6 23, pp. 226-234; 24, 
pp. 15-86 

25 Preparing for final test 8 5-8; 11, pp. 44-47; 
12-13; 17, pp. 15-30; 
18-19; 20, pp. 20-24; 
21, pp. 41-48; 22, pp. 
11-18; 23, pp. 226-
234; 24, pp. 15-86 

26 Main practices of Test driven design. 
 

4 4r, pp. 6-8 

27 Integration management processes. Server setup for early 
integration and release management skills. 
 

4 6-7 

28 Test driven development. To implement the task for 
laboratory work 5 using TDD.  
 

4 4, pp. 16-18 

29 Coupling and cohesion metrics. Analysis of an arbitrary 
software library for connectivity and coupling metrics using 
the Visual Studio development environment. 

4 22, pp. 11-18 

30 Refactoring: define a refactoring method for a given software 
module. 

4 20, pp. 20-24 

 

Policy and Assessment 

7. Course policy 

• • Attending lectures is mandatory. 
• • Attending computer workshop classes may be occasional and as needed to protect computer 

workshop work. 
• • Rules of behavior in classes: activity, respect for those present, turning off phones. 
• • Adherence to the policy of academic integrity. 
• • Rules for protecting the works of the computer workshop: the works must be done according to 

the option of the student, which is determined by his number in the group list. 
• • The rules for assigning incentive and penalty points are as follows.. 
Penalty points are calculated for: 



- plagiarism (the program code does not correspond to the task variant, the identity of the program 
code among different works) in the works of the computer workshop: -5 points for each attempt. 

8. Types of control and rating system for evaluating learning outcomes (ELО) 

During the semester, students complete 4 computer workshops. The maximum number of points for each 
computer workshop: 15 points. 

Points are awarded for: 
- quality of computer workshop: 0-7 points; 
- answer during the defense of computer workshop: 0-4 points; 
- timely submission of work for defense: 0-4 points. 

Criteria for evaluating the quality of performance: 
6-7 points - the work is done qualitatively, in full; 
4-5 points - the work is done qualitatively, in full, but has shortcomings; 
1-3 points – the work is completed in full, but contains minor errors; 
0 points – the work is incomplete or contains significant errors. 

Answer evaluation criteria: 
4 points – the answer is complete, well-argued; 
3 points – the answer is complete, but not sufficiently well argued; 
2 points – the answer is generally correct, but has flaws or minor errors; 
1 point – there are significant errors in the answer; 
0 points - there is no answer or the answer is incorrect. 

Criteria for evaluating the timeliness of work submission for defense: 
4 points – the work is presented for defense no later than the specified deadline; 
3 points – the work is submitted for defense later than the specified deadline (up to one week); 
2 points – the work is submitted for defense later than the specified deadline (from one to two weeks); 
1 point – the work is submitted for defense later than the specified period (from two to three weeks); 
0 points – the work is submitted for defense later than the specified deadline (from three weeks). 

The maximum number of points for computer workshop: 
15 points × 4 workshops = 60 points. 

During the semester, students complete two modular tests. The assignment for the modular test consists 
of 5 questions - 4 theoretical and 1 practical. The answer to each question is evaluated by 4 points. 

Evaluation criteria for each theoretical test question: 
4 points – the answer is correct, complete, well-argued; 
3 points - in general, the answer is correct, but has flaws; 
2 points – there are minor errors in the answer; 
1 point – there are significant errors in the answer; 
0 points - there is no answer or the answer is incorrect. 

Evaluation criteria for the practical test question: 
4 points – the answer is correct, the calculations are complete; 
3 points - in general, the answer is correct, but has flaws; 
2 points – there are minor errors in the answer; 
1 point – there are significant errors in the answer; 
0 points - there is no answer or the answer is incorrect. 

The maximum number of points for a modular control work: 
4 points × 4 theoretical questions + 4 points × 1 practical question = 20 points. 

The maximum number of points for modular control works: 
20 points × 2 tests = 40 points. 

The rating scale for the discipline is equal to: 



R = RS = 60 points + 40 points = 100 points. 

Calendar control: is carried out twice a semester as a monitoring of the current state of fulfillment of the 
syllabus requirements. At the first certification (8th week), the student receives "passed" if his current 
rating is at least 12 points (50% of the maximum number of points a student can receive before the first 
certification). At the second certification (14th week), the student receives "passed" if his current rating is 
at least 20 points (50% of the maximum number of points a student can receive before the second 
certification). 

Semester control: final test 
Conditions for admission to semester control: 
With a semester rating (RC) of not less than 60 points and the enrollment of all computer workshop, the 
student receives passing the test "automatically" according to the table (Table of correspondence of rating 
points to grades on the university scale). Otherwise, he/she has to perform the final test. 

Completion and defense of a computer workshop is a necessary condition for admission to the final test. 

If the student does not agree with the "automatic" grade, he/she can try to improve his/her grade by 
writing a final test, while his points received for the semester are kept, and the better of the two grades 
received by the student is assigned ("soft" grading system). 

Points Grade 
100-95 Excellent 
94-85 Very good 
84-75 Good 
74-65 Satisfactorily 
64-60 Enough 
< 60 Unsatisfactorily 

Admission conditions are not met Not admitted 

9. Additional information about the course 

The list of questions to be submitted for semester control is given in Appendix 1. 
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Appendix 1. List of questions to be submitted for semester control 

1. Name the main practices in Feature Driven Design (minimum 3). 

2. How does a daily Scrum meeting go and what issues are discussed? 

3. Are intermediate product releases distributed in cascade and incremental software development 
models? 

4. What scale of projects can use Crystal Orange? 

5. What are the conditions for applying the RAD methodology? 

6. Is there a sprint finish in Scrumban? 

7. Is there a sprint finish in Kanban? 

8. How does a user story differ from a use case? 

9. How is team performance evaluated in Scrum? 

10. What is the anti-pattern 'watch the master' in pair programming? 

11. How can requirements change in cascade and incremental software development models? 

12. Can an architect or a project manager pre-determine task estimates in the planning poker 
process? 

13. What are story points used for? 

14. What is the MoSCoW principle? 

15. What are mock and fake objects? 

16. What is the difference between a technical software review and a formal inspection? 

17. Which parts of the project and how will the reduction of the project budget affect? 

18. Is it necessary to rewrite drivers at each stage of downward integration testing? 

19. In what phase of RUP is the system evaluation process? 

 

 


