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Haptic Interaction in 3D World with Use of
Data Glove and Web-Camera

Yevgeniya Sulema. Viadyslav Zaichuk, Denys Chemykh

Natonal Technical University of Ukrame “Kyiv Polviechnic Institute” (sulema@ozks, iom.kpi.ua)

1. INTRODUCTION

Haplic interaction s an eflecive sment of human-computer

licctin. Higl deices can be devices wih sensory fesdback

foodback Devices with fosdback onable

esion o 3 u-ﬂm of real intesacion af the user wih the object

Devces vthou lsdback (e gcves) 23] canmat e s
ol respoose. Thy ca

oweve s s ;m i e 1 s

Wi atjoct In o 30 veuel wol n 3 nawol woy by 19kng.

o and Mangultig” e abjt by Me Nand. It can b

concidured a3 an sppropeiate. solution for many i world

apphcations
The data glove (Figurs 1) i a haplic davics, which has a special
Seasors - by one bensor O asch g

ik 1 sl

fingars
& hand modsl on & scresn and Intemal commands for
the object manpulation

Figurs 1. Bas oy 307 14 e

Hawever the majority of dta glove types does not allaw 10 Oblain
1 sbout I pastn o e 13 nd vl s glovs on 1 n e

30 space. As the result the interacian with the virual object can
flfiled_To_ enable manipulaon wih objects in the 3D scene &
iverient Uacker S fequined. AL e same tne he use of adionsl
archware

Pigure 2. Sansors locaton n 2 et gl

s of o sl vab camers o o
data about the user's hand pasition in the 30 scens instead of usi

8 movement backsr. This spprosch enmsmeaev«onmmafm
effctive applications foe marigulation objectsin 30 vital wo

Il. WORK WITH DATA GLOVE

In e et preseried i papr th SOT D Giove 5 Ura
1, 2] with § sensors and wire conneckion via USB por was use
This data glows doss not allow 10 obrain data oot st o
s band wih e alaglove n 1 he 3 cen e thereloe

manipubation wilh atjects in the 3D scene is impassiie.
an-ews fatn 8 o web-camara v s,

o 3 s for the SOT data ghave

cupporied by SOK mallahe i i supplr s web-ste 3 To o

The hand modsl sxported from the 30 scitor MilkShapa30 [5] in taxt
format was chosen for this purpase. Text format means that the 30
editor exparts data, the mesh of the hand model

represenied s & 1 fle. This fle Coniaea s description of the hard
model

n vertces, wisngles, 3
et Since the Tao Framewark doesn' support loading such models,
the parser has. boen developad The result of the hand model
visusizon i shown in Figare 3

Pigure 1. The here el for vitos! ssects maapuision

IIl. WORK WITH WEB-CAMERA
To define the propes posion of the hand model in the 30 scens we
e o ditec e pastn of 1 s hand wi he it glovs 20
¥in 30 space (pace of e carm. urpase We 36 8 web-

camera and a special symbel m»pm um an a wiist of the data
scsned dnamicly o e
chyph an

e on I usacs hand, A pcirs
Jn e 13 cosrize
g The AForge Net

s the resut of te g

abi by size 5+5. Tha requiremant 10 the giypi's pattorn & that
11 o enabe debacion f s tne A SxaEle ol he ghyph and

i is shown oa Figure 4. The ghyph should be placed on white
Snars tht serves s 8 BT o 320 1ocogUIOn o o B

000
100
010
[
000

T TN RS ST e 5 Do e cect
The procassing of the glyph image received from the web-camera
includes four slages: image praprocessing, gyph search, glyph
Tecognin. nd e’ afantation deecton, 1o ecogniss 8 paten
i gyphike obiect and try to find # in the ghphs databaze we
ko cbjoct 1 tha back ancwle image
and ivide this mage & 1S shou in Figure 5. Afer meﬂwsm 3

weork wilh the dala glove.
13 1o be fusilad. Than we dafine an ir'avlwiquvi\mw be
tecelved fiom the data glove sensors.  When e connecton ks
o
Vi i ol s raceiig v wom e seces.
¥ noed 0 updaky comnacton carduously ko e recavng
aclual data in real me. i can be realzed by using a timer
. ute 3 calliack hancher, which calls e method
for recaiving achual dala o e sensors.
The next task is t visuaize the 30 model of a hand that repeesants
momets of e rel hand of e use whde he o she 5
msigdsiog e il cect 0 e 30 sceae The Tay Famenats
4] Weary was. used for visuslzation of the hand model in the 30
Seena In i ressach The lieary anables OenGl. esknes for
NET platiorm.

between biack and cell of

o ko s R B Corosrcind v ok o

zsﬂl]mluwmﬂhﬂwwwwiﬂvmﬁmwd

el {boundary pis taken into

because color distertion can appear in the boundary). The

found ratio for each cell

the ralic is out of the tweshold lmits the L

object and Ty 1o rEcoqize the neid one. To detect the gpn's

crertalicn, the coplanar POSIT sigoiithm i used. I s implemerded

in AFarge class ] As the

is placed in the proper position n the 30 scona.
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Smart Room Software Based on Microsoft Kinect
and Speech Synthesizing

Yevgeniya Sulema, Andri Bartkoviak, Anna Sokolovska, Artem Kapura, Mykola Ohoiko, Viadyslay Hurov
National Technical Universiy of Ukraine “igor Sikorsky Kyiv Polytechnic institute”, sulemagpzics fom kpi us

I. Introduction

Face detection is & computer 1echnology Ihal idenifies human faces
in digial images. A T computer technology
capabis of ide

of
the image ond a face datsbase 1 is ypically used in serwlly
systems and can be compared ta piher blamebics such as fingerprint
or oya s racogniton systams. Such fechaclogies are alsa wsad in
incraasingly popular “smant homes’, marksling, entertainment, elc
Whan & pasen ésars [he oo & camecs poted 4t B4 o
generates @ videa siream containing the persan’s fa
pracess of face wemm . 3 ke comaiing 1 1c8 s paing
extracted from m. Aftarward, the sxtracted face is being.
e dassifes was tained fo
ecognize. n tase of success (e s, e classer deects a conain
ool of probaiy a gven face maknes soms fce n e
detabise) the aystem greets » frsan by paying  pertonakzed
rtice, Aer Secremie Fecomo, B wisbar sbearms 8 30 of
Eoarmaads 6 agpheatons el an ba cusoanzad by e vae

iz

Figurs 1. Schem o pragect “Smart Fgure 2 Kinect V2
‘oo

IIl. FACE DETECTION, WORK WITH
KINECT

Kinget V2 was released with Xbax One an November 22, 2013 by
Microsofl Microsoft resaased the Kinact sofiware develapmant kit
190, 1t was decided fo develop the software with C# programming
Isapusge sad NET Framemart and using iciosoR Viual S
217 IDE. Kinect SDK oflers a wide away of capabillies. The
darcloped sabuota vous o cabeot whkh sl o et oo s
and capture faces. Whan the application is starled, sach frame is
being scanned to defermine whelher there are people in i In case
e face was found, frame data is saved 1o the fle system. Aisnward,

Ill. FACE RECOGNITION, WORK WITH
SKYBIOMETRY
The prablem of facial recogrion is the subset of machine learning
prabiems. The saftware develaped for 1hs paper uses the most
populst spgrosch — supsvissd iaaming. The procss of supenisea
Ieaming can be splt into two ste

* Teaching the classifie {ereating decisian making criteia bassd on
iraining

« Classification, or face recognilion {comparing a face in the rame
against the sel of classes defined in the model)
SkyBiemetry is a stata of the art Faca recogniion & Face detacion

oud

An easy 10 use
~ Wean dutsct mutipis focse 4 phao stsnsouy:
it allows 1o maks 100 ra our or res;

+ It enables eazy d:siﬁnrnanmg

ltis able to

SkyBiameiry is used for both training and recognition processes
In order 1o leam. the service has to be supplied with the photo of the
persa and tho infomaton abo ot s &= calle sling)
It s recommended 1o use the
e ot 1o ecorpiee foce et (nect V2 i i cone) S
recsglon s sso Soniiv o e g, e pc houkd b ekan
vih 0 same ki of baiing 53 e pisce whors e rcogion
e sad Aeemateey, i Hghing properdes can veey, rple
photas, with varying fghie can be used. The size of taining data
affects the precision of the recognition process: the higher the
number of photas ‘ the greater precision is. Diring the develapmant
f the soffware. it was determined that a minimum of 10 phalos
houk be w4ad 1o achievs, caPIADIS preCBON, Shough 8 it
number i recommended. Fig. 3 cantains a sample phats, used for
ralring. It should be noterd that the lowing kgt bulb did not afiect
tha recognition. Kinct defected it a5 a faca only once.

ra

e 3 Phor o cagsheriaming
IV. SOFTWARE DEVELOPMENT
FEATURES

All the describeel modules are execudod in a sequence. that can be
descibed as fallows:

e 4 JSOW senma

> Reactn on recot
Thi approach wes cnosan bacause ofhe following essons
+his asy o develop and understand;

W nacessary, he system can be modiled by extending the chain
‘of events, or madiying o« replacing any of te modules
A User data sior
Usor data & saved in the following JSON schema Fig 4 This
schema enables. stoiin 3
commends of the applicaions and ucie and video playsrs the user
uses, the paths 1o the fles and other paramsters necessary for the

sl of the spacifiod appbcalions

8. Vocar greeti
The user can be preeted by synihesizing  gresting by using & stored
users name _ NET has a defaul N-System Speec Synthesis
namaspacs, which contains ciasses for inalizing and configuiing &
spoech spuhess sngie, fr creing prompe, lr o

e, o tesponding lo evens, and lor mediing ice
hatocatics S roaings ptons i slon
R can be sty oo sostngt can b sdd, mocited o
delatodt. Tha downside of this approach is that NET Framewark does
nol support vaice synthesis in tome kcal languiges, 9. in
Urainian
C. Program exscution
Systam allows simutaneous sxscution of arbirary spplications snd
playing selected music for the uses entering the rocm. Iis passible to
dewise 8 new approach of exscuting applications for groups of
people
V. Conclusion
ace detecton and face recogeilion are cuently_widespresd
techanlogies. They have found a wide applicaon In “smart homs"
technalogy. Tha propased approach alaws 1o develop cost-affoctiva
face recogrition applications. by using mirimal pumber of specialized
harware - only & Kinect conlioller it necessary. This approach

ii CTYyAeHTIB
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I. Introduction

Popular techniques for simulating subsurfaca scatierng

-wu- = uwmq estimating ight absorption using u-pm mip

diflusion. screen space dfusion, and ray racing T

wmzmwmdhﬂsplwlsamhmmmwm
ed techniques. enables. realisic subsurface

Mumg dled with physically mnﬂmgf\l parameters without using

‘addional textures and muliple samping

The idea. behnd ‘wiap Bighting is to extend the light gmn on the

surace beyond the M(modrm of the light Is perpendicular

tothe surface normal (Fig. 1, Fig. 2)

Compurt

Fiurn 2 Examo o wrap kporg.
Inght)seing used in st Lte

The simplest formula to achieve this s
o

)
Mmmshmmms&walwpﬂmmd‘nmomw-\
the ight Grection and the surace

. Proposed Approach
d approximation iz demorstrated in
object directly along ﬁt:dswhu nommal

volume can be derived from tha angle a between L; and the surface
normal
[ = cos(a) - 2r ®

1is the length of subsustace pam, a'is the angle between Bght
vector and surface nom ¢ is he radis of approximated
arcular cross-section which i equal to local thickness.
IIl. Light Distribution Model
The proposed light distrbution formula allows us to determine the
ght contibuton of the given light vector foc arbitrary surface paint

besed on the leagth of s subsurtaca path s based on the
o every U Kaveed tvough i bjects vaine
th

aster while others c atively long distances
before being absorbed. An .mw o hia s dislinc rod clorof the
6)

The result can be adjusted by raising it 1o the power p whi
the falloft and introducing wrap coeflicient w which limits the extent of
wrapping 1 (it

=L @

A more accurale but computasonally @xpensive approach s 1o

c the a
source and gven point the dstance that l-gN has. traveled through
the abject can be .wmmm (Fig. 3).

v

s %y
Fraure 3 Apereimatig subsistace scsanng usng degeh mece

This approach has several dawnsides ke being unable 1o accurately

represent abjects with complex geomelry. However, in most cases it

provides acceptable resuls (Fig. 4)

a given color is
Yo @

Sgnt intensity, k is the local thickness

between dfuse and subsurface light

IV. Results
The proposed model plw-d-s a quick approximation for subsurface

6 L
e sman s

Fiurn 7 Comparsan ssvean isitece
e s o o 0
V. Conclusion S
Anew model for simulating subsutace scattering which is presented
s pape, aowsus o achioe ighcuakty vskzaton. As v
ve, the pr m enables &
cpprodatn for subsuracs scaterng Realzaion o s mode a3

an algorith makes it cheap and aimed at real-tme
palaRons whis provelng redlse s
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